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Stakes and aims

 Karst system modelling

 Water resource subject to anthropogenic pressure
 Complex and heterogeneous structure
 Relations between river and karst

 Aim : prediction of water levels using a rainfall scenario
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Cèze catchment an hydrosystem
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Complexity of the catchment
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Heterogeneous rocks from upstream to downstream

Heterogeneous rain in time and space

Numerous and various exchanges between karst and river

A “ Black box ” model only needs input and output 
measurments

Neural networks are able to model nonlinear relations



Neural networks
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Universal Approximators
and parcimonious models

Output

layer

Hidden layerVariables

Multilayer perceptron:

Training with Levenberg-Marquardt Algorithm

Early stopping and cross-validation method for regularization

Median values on 10 parameters initialization

Developpment method



Type of neural networks : the recurrent
model
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Recurrence is used to 
get a prediction tool



Database
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Adapting the model architecture to the 
physical processes
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Classical architecture:  
the multilayer perceptron



Adapting the model architecture to the 
physical processes
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Separation of upstream and downstream influence



Results on test year 2000
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Results on test year 2000

Design of a recurrent rainfall-water level model for water management. 
Application to the karst Plateau of Méjannes-le-Clap (South-eastern France)

12

Whole year

Summer Period

Lo
ga

ri
th

m
ic

sc
al

e



Results on test year 2000
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Model year summer
MLP 0.84 -0.04

2-branches 0.90 0.63

Model year summer
MLP 0.76 -0.14

2-branches 0.82 0.48

Nash criterion :

Logarithmic Nash criterion :



Conclusions

 Constraining the neural network architecture 
using assumed physical processes improves the 
accuracy.

 Neural networks are able to simulate both 
floods and low water level with a single model.

 Useful for water managers with rainfall scenarii
to anticipate use conflicts.

 By comparing with another model at the end of 
the Cèze canyon, we could estimate the total 
loss of water.

Design of a recurrent rainfall-water level model for water management. 
Application to the karst Plateau of Méjannes-le-Clap (South-eastern France)

14



Design of a recurrent rainfall-water level model for water management. 
Application to the karst Plateau of Méjannes-le-Clap (South-eastern France)

15



16

• Multilayer perceptron: model a
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• Clustering of variables to separate upstream influence: model b
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• ETP is applied in a third branch: model c
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• Adding another raingauge information: model d
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• Separation of each raingauge and ETP: model e



21

• b is the best model, ETP is mixed 
with upstream rain contributions

 Model year summer 

Model -a- 0.84 -0.04 

Model -b- 0.90 0.63 

Model -c- 0.87 0.55 

Model -d- 0.87 0.47 

Model -e- 0.84 -0.02 

 Nash Criterion
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• Le meilleur modèle est le b, celui pour lequel L’ETP 
est regroupée avec les contributions amont
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Neural Networks

 Neuron model:

 Multilayer
perceptron:
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Output

Output layer

Hidden layerVariables



Neural networks : properties
and limits

 Advantages of the multilayer perceptron:

 Universal approximators (Hornik et al. 1989)

 Parcimonious (Barron 1993)

 Good efficiency for rainfall-runoff modelling on karst 
system (Kong-A-Siou et al. 2011)

 Limits:

 Bias-variance dilemma: regularization methods to avoid 
overfitting

 Sufficient database

Design of a recurrent rainfall-water level model for water management. 
Application to the karst Plateau of Méjannes-le-Clap (South-eastern France)

25



Neural networks : training process

Training : minimizing the mean quadratic error using the 
Levenberg-Marquardt algorithm

Design of a recurrent rainfall-water level model for water management. 
Application to the karst Plateau of Méjannes-le-Clap (South-eastern France)

26



Neural networks : avoiding
overfitting

 Regularization methods: 

 Early stopping: end of the training process when error in 
generalization increases (Sjöberg et al. 1995)

 Cross-validation: allows to get the best model with less 
complexity (Stone 1974)

Training set Stop 

(1 year)

Test

(1 year)
Validation subsetTraining subsets

Cross-validation score: mean value of the Quality Criterion on each 
validation subset
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